# МАТЕРІАЛИ ЗАНЯТТЯ (НАУКОВО-МЕТОДИЧНЕ ДОСЛІДЖЕННЯ)

**Тема 4. Заняття 9. Основи використання методів глибокого навчання для аналізу графічної інформації.**

**Питання, що вивчаються:**

1. Конволюційні методи аналізу даних.
2. Основи аналізу графічної інформації з використанням методів глибокого навчання.

**Самостійна робота:**

1. Методи аугментації набору даних.

## I. Вступ: Контекст, еволюція та роль у сучасній війні

Сучасне поле бою характеризується безпрецедентним обсягом даних, що генеруються сенсорами. Розвідувальні, спостережні та рекогносцирувальні (ISR) платформи— від комерційних супутників до тактичних БПЛА— продукують терабайти графічної інформації (IMINT) щодня.1 Цей "вибух даних" давно перевищив когнітивні та часові можливості людських аналітиків.1 Саме в цих умовах методи штучного інтелекту (ШІ), зокрема глибоке навчання (Deep Learning, DL), перетворилися з академічної концепції на критично важливий інструмент ведення війни.

Історично, здатність ШІ до аналізу зображень залишалася обмеженою до 2012 року. Цей рік став переломним, коли архітектура **AlexNet** (розроблена Алексом Крижевським та ін.) 3 здобула перемогу у змаганні ImageNet 5, продемонструвавши кардинальне зниження рівня помилок у розпізнаванні зображень (з 26% до 15%).5 Цей успіх, що став можливим завдяки використанню графічних процесорів (GPU) 6 та нових архітектурних рішень 3, започаткував "революцію глибокого навчання".

Повномасштабне вторгнення рф в Україну стало першим конфліктом високої інтенсивності, де обидві сторони активно застосовують ШІ.7 Війна в Україні розглядається міжнародними експертами як "жива лабораторія для військового ШІ" (a living lab for AI warfare).8 Глибоке навчання стало ключовим фактором у прискоренні циклу **"sensor-to-shooter"** (від сенсора до стрільця), автоматизуючи виявлення цілей 10, оцінку бойових пошкоджень (BDA) та підтримуючи прийняття рішень у системах командування та управління (C2).11

Для військового аналітика розуміння фундаментальних принципів глибокого навчання— це вже не додаткова, а базова компетенція. Вона дозволяє не лише ефективно використовувати наявні інструменти (як-от Clarity чи Avengers 12), але й коректно формулювати вимоги до нових систем, розуміти їхні обмеження та протидіяти ворожим засобам маскування і введення в оману.

## II. Основна частина: Теоретичні основи

### 1. Питання 1: Конволюційні методи аналізу даних (CNN)

#### 1.1. Сутність Конволюційної Нейронної Мережі (CNN)

Конволюційна нейронна мережа (Convolutional Neural Network, CNN або ConvNet) 5— це клас штучних нейронних мереж, архітектура яких спеціально оптимізована для роботи з даними, що мають сіткову топологію, як-от зображення (2D сітка пікселів) або відео (3D сітка).

Ключова ідея CNN полягає у **ієрархічному вивченні ознак** (hierarchical feature learning). На відміну від традиційного машинного зору, де інженер *вручну* визначав ознаки для пошуку (наприклад, "шукай прямі лінії під кутом 90 градусів" для детекції будівель), CNN *автоматично* вчиться виявляти релевантні патерни з даних.15

Цей процес ієрархічний:

* **Нижні шари** (ближчі до входу) вчаться розпізнавати прості ознаки: краї, градієнти, кольори, текстури.15
* **Середні шари** комбінують ці прості ознаки у складніші: кути, форми, частини об'єктів (наприклад, "колесо", "гармата", "трак").
* **Верхні шари** (ближчі до виходу) комбінують частини в повноцінні об'єкти (наприклад, "танк", "БМП", "вантажівка").

#### 1.2. Ключові компоненти та механізми CNN

Архітектура CNN складається з набору специфічних шарів. Розглянемо їхні функції.

##### Шар згортки (Convolution Layer)

Це фундаментальний блок CNN.15 Його завдання— виявлення локальних ознак. Він працює за допомогою **фільтра** (також "ядро" або "kernel")— невеликої матриці вагових коефіцієнтів (наприклад, $3 \times 3$ або $5 \times 5$).17

Механізм роботи 130:

1. Фільтр ковзає по вхідному зображенню з певним кроком (stride).
2. На кожній позиції він виконує по-елементне множення своїх ваг на відповідні пікселі зображення, що потрапили у його "вікно".
3. Результати множення підсумовуються в одне число.
4. Сукупність цих чисел формує нову матрицю, яка називається **картою ознак (feature map)**.15

Кожен фільтр спеціалізується на пошуку *однієї* специфічної ознаки (наприклад, вертикальної лінії). Шар згортки зазвичай має *багато* фільтрів (наприклад, 32 або 64), кожен з яких шукає свій патерн. Ваги цих фільтрів— це саме ті параметри, які мережа "вивчає" під час тренування.

##### Шар пулінгу (Pooling Layer)

Після шару згортки часто йде шар пулінгу (також "субдискретизація").18 Його головна мета— **зменшення просторової розмірності** (ширини та висоти) карт ознак.20

**Переваги:**

1. **Зменшення обчислень:** Менше даних для наступних шарів.
2. **Інваріантність до зсуву:** Дозволяє моделі бути менш чутливою до *точного* розташування ознаки. Їй важливо *чи* є ознака в певному регіоні, а не *де саме* в ньому.19

Найпоширенішим є **Max Pooling**.20 Він ділить карту ознак на непересічні вікна (наприклад, $2 \times 2$) і для кожного вікна обирає лише *максимальне* значення.

##### Функція активації (Activation Function)

Після згортки або пулінгу застосовується функція активації. Її завдання— **внести нелінійність** у модель.21 Без нелінійності вся глибока мережа з математичної точки зору згорнулася б до одного лінійного шару, нездатного вирішувати складні задачі.

ReLU (Rectified Linear Unit):

Це стандартна, найбільш поширена активація в CNN.22 Її формула надзвичайно проста: $f(x) = max(0, x)$.22

* Якщо вхід $x$ позитивний, вихід дорівнює $x$.
* Якщо вхід $x$ негативний, вихід дорівнює $0$.

Переваги ReLU 22:

1. **Обчислювальна ефективність:** Набагато швидша за сигмоїду чи $tanh$, які потребують експоненціальних обчислень.
2. **Вирішення проблеми "згасаючого градієнта":** Для позитивних значень градієнт (похідна) дорівнює 1, що дозволяє градієнтам ефективно поширюватися назад через багато шарів, уможливлюючи навчання дуже глибоких мереж.

Існує проблема "вмираючого ReLU" (Dying ReLU), коли нейрон "застрягає" на нульовому виході.23 Її вирішують варіації, наприклад, **Leaky ReLU**, з формулою $f(x) = max(0.01x, x)$.23

##### Нормалізація (Batch Normalization)

Batch Normalization (BN) 25— це техніка, що стабілізує та значно прискорює процес навчання.27 Вона стала стандартом у більшості сучасних архітектур.29

**Механізм роботи:** BN-шар нормалізує виходи попереднього шару (активації) *для кожної міні-пачки (mini-batch)* даних під час навчання.25 Він зсуває розподіл активацій так, щоб він мав середнє значення $0$ та стандартне відхилення $1$.28 Потім він застосовує два параметри, що навчаються ($\gamma$ і $\beta$), які дозволяють мережі "відкалібрувати" цей розподіл.25

Переваги 27:

1. **Вирішує "внутрішній зсув коваріат" (Internal Covariate Shift)**.26
2. **Прискорює навчання** та дозволяє використовувати вищі швидкості навчання (learning rates).
3. **Діє як регуляризатор**, зменшуючи перенавчання (іноді замінюючи Dropout).

##### Повнозв'язний шар (Fully Connected / Dense Layer)

Після того, як стек шарів згортки та пулінгу витягнув ознаки, результуюча 3D-матриця "вирівнюється" (Flatten) у довгий 1D-вектор.31 Цей вектор подається на вхід одного або кількох повнозв'язних (Dense) шарів. Це вже класичні шари нейронної мережі, де кожен нейрон з'єднаний з кожним нейроном попереднього шару. Їхнє завдання— виконати фінальну **класифікацію** на основі вивчених високо-рівневих ознак.

#### 1.3. Еволюція архітектур CNN: Від LeNet до EfficientNet

Розвиток CNN— це історія вирішення проблем, що дозволяло будувати все глибші та ефективніші мережі.

* **LeNet-5 (1998):** "Піонер". Розроблена Яном ЛеКуном для розпізнавання рукописних цифр.32 Вперше запропонувала базову структуру: CONV -> POOL -> CONV -> POOL -> FC -> FC.35 Довела життєздатність концепції.
* **AlexNet (2012):** "Революціонер". Виграла ImageNet.3 Ключові інновації 33:
  1. **Глибина:** 8 шарів (вважалося "глибокою" на той час).
  2. **Використання GPU:** Вперше довела, що GPU є ключем до навчання глибоких мереж.6
  3. **ReLU:** Перше масштабне застосування ReLU замість $tanh$.36
  4. **Data Augmentation / Dropout:** Використання технік регуляризації для боротьби з перенавчанням.36
* **VGG-16 (2014):** "Архітектор". Довела, що *глибина* та *уніфікованість* є вирішальними.37 Ключова інновація: використання *виключно малих фільтрів* ($3 \times 3$) 37, але у великій кількості та у глибоких стеках. Архітектура дуже проста, але "важка" (багато параметрів: ~138 млн).37 Досі популярна як "feature extractor".
* **ResNet (2015):** "Вирішувач проблем". Дозволила тренувати *надглибокі* мережі (100+ шарів).29 Ключова інновація: **Residual Connection (залишковий зв'язок)**.39
  + **Проблема:** Дуже глибокі мережі страждали від "деградації" (точність падала зі збільшенням глибини) та "згасаючих градієнтів".38
  + **Рішення:** "Обхідний шлях" (shortcut) 40, який додає вхід $x$ до виходу блоку $f(x)$ (отримуючи $f(x) + x$).39 Це дозволяє градієнтам протікати напряму через глибокі шари і полегшує мережі навчання *тотожної* функції (просто передавати вхід далі), якщо глибші шари не потрібні.41
* **EfficientNet (2019):** "Оптимізатор". Задав питання: як масштабувати CNN (робити їх більшими) *правильно*?.42 Ключова інновація: **Compound Scaling (Комбіноване масштабування)**.44
  + **Рішення:** Замість того, щоб довільно збільшувати *лише* глибину (як ResNet), *лише* ширину (кількість каналів) або *лише* роздільчу здатність, EfficientNet запропонувала збалансовано масштабувати *всі три* параметри одночасно за допомогою єдиного коефіцієнта $\phi$.45
  + **Результат:** SOTA-точність при значно меншій кількості параметрів та обчислень (FLOPS).47 Це *критично важливо* для військових застосувань, особливо для **Edge AI**— запуску моделей на борту БПЛА чи мобільних пристроїв з обмеженими ресурсами.48

Нижче наведено порівняльну таблицю ключових архітектур:

| **Архітектура** | **Рік** | **Ключова Інновація** | **Глибина (шари)** | **Параметри (прибл.)** | **Вплив на військову аналітику** |
| --- | --- | --- | --- | --- | --- |
| **LeNet-5** [32] | 1998 | Доказ концепції CNN (Conv+Pool) | 5 | 60 тис. | Історична основа |
| **AlexNet** 3 | 2012 | Використання GPU, ReLU, Dropout | 8 | 60 млн | Запуск "революції" глибокого навчання |
| **VGG-16** 37 | 2014 | Уніфіковані малі ($3 \times 3$) фільтри, велика глибина | 16 | 138 млн | Популярний "feature extractor" для передачі навчання |
| **ResNet-50** 38 | 2015 | Residual Connections (Обхідні зв'язки) | 50 | 26 млн | Дозволило тренувати *надглибокі* мережі для складних завдань |
| **EfficientNet-B0** 47 | 2019 | Compound Scaling (Комбіноване масштабування) | - | 5.3 млн | SOTA-ефективність. Ідеально для Edge AI (БПЛА) |

### 2. Питання 2: Основи аналізу графічної інформації з використанням методів глибокого навчання

#### 2.1. Вимоги до військових наборів графічних даних

Успіх будь-якої моделі глибокого навчання визначається не стільки архітектурою, скільки **якістю та обсягом даних**, на яких вона тренувалася.49 У військовій сфері дані є стратегічним активом.50

* **Розмір та Різноманітність:** Моделям потрібні величезні обсяги даних.2 Один БПЛА ВПС США може генерувати 70 терабайт даних за 14 годин.2 Однак важливіша за обсяг— **різноманітність (diversity)**. Набір даних (dataset) має включати цілі:
  + Під різними кутами та ракурсами.
  + У різний час доби (день, ніч, сутінки).
  + За різних погодних умов (сонце, хмари, дощ, туман).
  + На різноманітних фонах (ліс, поле, місто, пустеля).
  + З різними рівнями оклюзії (частково сховані, під маскувальними сітками 52).
  + З різних сенсорів (оптичні (EO), інфрачервоні (IR), радарні (SAR) 52).
* **Якість та Мітки (Labeling):** Це найскладніший та найдорожчий етап.2 Дані мають бути "очищені, трансформовані та розмічені".2 До 80% часу розробки ШІ йде саме на підготовку даних.2
  + **Мітки (анотації)** мають бути точними, послідовними та виконаними експертами (аналітиками). Недостатньо розмітити об'єкт як "танк". Потрібна детальна класифікація: "Танк Т-72Б3, башта повернута на 30 градусів, пошкоджень немає".
  + Це створює "вузьке місце" (bottleneck), оскільки вимагає тисяч годин роботи висококваліфікованих аналітиків.54
* **Безпека та Цілісність:** Військові набори даних є надзвичайно чутливими.
  + **Захист:** Дані мають зберігатися та оброблятися у захищених середовищах (напр., JWICS), відповідно до протоколів (напр., NIST SP 800-53) 55 та політик DoD щодо метаданих.56
  + **Цілісність:** Існує загроза **"отруєння даних" (Data Poisoning)**.57 Це тип атаки, коли противник цілеспрямовано вносить у тренувальний набір пошкоджені дані (наприклад, зображення БМП з міткою "цивільна вантажівка" – "label flipping"), щоб саботувати модель зсередини, змушуючи її робити критичні помилки на полі бою.57

#### 2.2. Проблема "Data Gap" та роль Синтетичних даних (SDG)

Проблема полягає в тому, що отримати достатньо *реальних* тренувальних даних для рідкісних, але критичних сценаріїв (наприклад, новітня система РЕБ противника, запуск балістичної ракети) майже неможливо.53 Це називається "data gap" (прогалина в даних).

Рішенням є **Генерація Синтетичних Даних (Synthetic Data Generation - SDG)**.2 Це процес створення фотореалістичних (або сенсорно-реалістичних) даних за допомогою 3D-симуляторів та ігрових рушіїв (напр., Unreal Engine).59

Переваги SDG для військових 59:

1. **Подолання дефіциту:** Можна згенерувати мільйони зображень рідкісних цілей.
2. **Ідеальні мітки:** Дані генеруються з *ідеальними* автоматичними мітками (bounding box, сегментація, тип цілі).60
3. **Симуляція сенсорів:** Можливість генерувати дані не лише у видимому спектрі (EO), але й в інфрачервоному (IR) та радарному (SAR), що є критичним для всепогодних систем.59
4. **Безпека:** Відсутність ризику витоку реальних секретних даних.

Армія США активно інвестує в SDG для тренування ШІ-моделей для різних сенсорів (EO, SAR, ELINT) 60, щоб зменшити залежність від збору та ручної розмітки реальних даних.53

## III. Практичний блок: Військові кейси та застосування

### 3.1. Ключові завдання військової аналітики для CNN

Глибоке навчання автоматизує та прискорює чотири ключові завдання:

1. **Класифікація супутникових знімків (GEOINT):**
   * **Завдання:** Аналіз великих ділянок супутникових або аерофотознімків 61 для виявлення змін, класифікації типів місцевості або ідентифікації об'єктів інфраструктури (напр., "військова база", "аеродром", "ППО").
   * **Сучасний підхід (2024+):** AI/ML є основою сучасної GEOINT.62 Це включає не лише CNN, але й **Vision Transformers (ViT)** та **мультимодальні моделі** (Language-Vision Models) 63, які дозволяють аналітику ставити запитання моделі *природною мовою* ("Покажи всі нові укріплення вздовж цієї лінії фронту").63
2. **Автоматичне розпізнавання цілей (ATR - Automatic Target Recognition):**
   * **Завдання:** Автоматичне виявлення, розпізнавання (напр., "танк") та ідентифікація (напр., "Т-90М") цілей.64
   * **Сенсори:** ATR застосовується до даних з оптичних (EO), тепловізійних (FLIR/IR) 52 та радарних (SAR) сенсорів.66
   * **Складність:** Висока варіативність умов, протидія (маскування, хибні цілі), погодні умови.52
   * **Моделі:** Використовуються двоетапні детектори (як **Faster R-CNN** 68) або високоефективні одноетапні (як **YOLO** та його модифікації— YOLOv8, YOLOatr).69 Дослідження 2024 року показують високу точність (F1-score > 91%) у виявленні військової техніки з БПЛА за допомогою таких моделей.69
3. **Оцінка наслідків ударів (BDA - Battle Damage Assessment):**
   * **Завдання:** Оцінка ступеня пошкодження цілі після вогневого ураження.72 Це критичний компонент циклу прийняття рішень (наприклад, для рекомендації про повторний удар).72
   * **Метод:** CNN-моделі (зокрема, сіамські мережі) тренуються на *парах* зображень: **"до"** та **"після"** удару.73 Мережа вчиться виявляти суттєві зміни (руйнування), ігноруючи несуттєві (зміна освітлення, тіні).
   * **Сучасні дослідження (2024):** Акцент на BDA за супутниковими даними надвисокої роздільчої здатності (sub-meter) 74 та всепогодних SAR-знімках.76
4. **Виявлення цілей у реальному часі (БПЛА):**
   * **Завдання:** Аналіз відеопотоку з БПЛА в реальному часі для негайної передачі цілевказання.77
   * **Виклик:** Це завдання **Edge AI**. Модель має бути: 1) **Легкою** (малою за розміром), 2) **Швидкою** (високий FPS), 3) **Енергоефективною**, щоб працювати на бортовому комп'ютері БПЛА.78
   * **Моделі:** Домінують високоефективні архітектури, як **YOLOv5** 77 та **YOLOv8** 71, які забезпечують найкращий компроміс між швидкістю та точністю для мобільних платформ.

### 3.2. Досвід війни в Україні (Case Studies)

Застосування ШІ в Україні— це не теорія, а щоденна бойова практика, що реалізується через синергію міжнародної підтримки, державних ініціатив та волонтерських проектів.

* **Міжнародна підтримка (Приклад: Palantir):**
  + Американська компанія Palantir Technologies надає Україні своє ПЗ на основі ШІ.80 CEO Алекс Карп заявив, що їхні системи відповідальні за "більшість цілевказань в Україні".80
  + Платформа аналізує та *зводить воєдино* дані з різних джерел: комерційні супутникові знімки (Maxar, Planet), відео з БПЛА, дані OSINT (соцмережі) та звіти з землі.10 ШІ пропонує командирам варіанти дій, радикально скорочуючи час на аналіз та прийняття рішень.
* **Державні інновації (Приклад: Brave1):**
  + Український оборонний кластер Brave1 став інкубатором для десятків mil-tech стартапів.82
  + **Платформа "Avengers":** Розробка Центру інновацій МОУ. Це ШІ-платформа, що автоматично аналізує відеопотоки з дронів та камер.83 Станом на вересень 2024 року, "Avengers" допомагає Силам Оборони виявляти **12,000 одиниць ворожої техніки щотижня**.13 Платформа інтегрована у єдину систему ситуаційної обізнаності **Delta**.83
  + **Програма "Clarity":** Продукт, що отримав грант від Brave1.12 Це ШІ-ПЗ, що встановлюється на ноутбук аналітика.12 Воно "розшифровує" відео та фото з БПЛА за секунди, автоматично знаходить техніку та піхоту, прив'язує цілі до координат (геотеггінг) та генерує ортофотоплани.12 За даними розробників, Clarity **економить аналітикам до 90% часу**.12 ПЗ вже використовують понад 250 операторів та аналітиків у провідних підрозділах (напр., "Ахіллес", "Неміда", "Рубіж").89
* **Системи C2 та OSINT:**
  + ШІ-детекції інтегруються у системи управління вогнем. Платформи **"Кропива"** (система C2 рівня НАТО 92) та **GIS Arta** (т.зв. "Uber для артилерії" 94) використовують дані з БПЛА (часто оброблені ШІ) для миттєвого розрахунку та передачі завдань на найближчу доступну вогневу позицію.96
  + **OSINT-аналіз:** Спільноти (напр., OSINT for Ukraine 98) та розвідки використовують ШІ для аналізу величезних масивів відкритих даних (Telegram, Twitter, супутники).99 Методи DL застосовуються для автоматичної геолокації відео 101, відстеження переміщень техніки 102 та боротьби з дезінформацією.100

### 3.3. Приклади реалізації CNN у Python (TensorFlow, PyTorch)

Для практичної реалізації CNN найчастіше використовуються два фреймворки: TensorFlow (з високо-рівневим API Keras) та PyTorch.

* Приклад 1: TensorFlow / Keras.131
  + Keras відомий своєю простотою та швидкістю прототипування. Побудова моделі нагадує складання конструктора LEGO.
  + *Фрагмент коду (з анотаціями):*

Python  
# Імпорт необхідних бібліотек  
import tensorflow as tf  
from tensorflow.keras import datasets, layers, models  
  
# Завантаження та підготовка даних CIFAR-10 [131]  
# CIFAR-10 - це стандартний набір з 60,000 зображень 32x32 у 10 класах  
(train\_images, train\_labels), (test\_images, test\_labels) = datasets.cifar10.load\_data()  
# Нормалізація пікселів з діапазону до   
train\_images, test\_images = train\_images / 255.0   
  
# Побудова моделі [131, 133, 134]  
# models.Sequential() - це лінійний стек шарів  
model = models.Sequential()  
  
# Блок 1: "Бачимо" прості ознаки  
# model.add(Conv2D(...)): Це наш Шар Згортки [135]  
# 32 - к-сть ядер (фільтрів), (3, 3) - розмір ядра, 'relu' - Функція Активації [133]  
model.add(layers.Conv2D(32, (3, 3), activation='relu', input\_shape=(32, 32, 3)))  
# model.add(MaxPooling2D(...)): Це наш Шар Пулінгу [133]  
model.add(layers.MaxPooling2D((2, 2)))  
  
# Блок 2: "Бачимо" складніші ознаки (комбінації простих)  
model.add(layers.Conv2D(64, (3, 3), activation='relu'))  
model.add(layers.MaxPooling2D((2, 2)))  
model.add(layers.Conv2D(64, (3, 3), activation='relu'))  
  
# Блок 3: Класифікація (Повнозв'язні шари)  
model.add(layers.Flatten()) # Вирівнювання 3D карт ознак у 1D вектор  
model.add(layers.Dense(64, activation='relu')) # Повнозв'язний шар [136]  
model.add(layers.Dense(10)) # Вихідний шар (10 класів)  
  
# Компіляція та навчання моделі [133]  
model.compile(optimizer='adam',  
 loss=tf.keras.losses.SparseCategoricalCrossentropy(from\_logits=True),  
 metrics=['accuracy'])  
  
# Запуск процесу навчання  
model.fit(train\_images, train\_labels, epochs=10,   
 validation\_data=(test\_images, test\_labels))

* Приклад 2: PyTorch.137
  + PyTorch є більш "пітонічним" і гнучким, вимагає явного визначення класу моделі. Він домінує у дослідницькій спільноті.
  + *Фрагмент коду (з анотаціями):*

Python  
# Імпорт необхідних бібліотек  
import torch  
import torch.nn as nn  
import torch.nn.functional as F  
import torch.optim as optim  
import torchvision  
import torchvision.transforms as transforms  
  
# Завантаження та підготовка даних CIFAR-10 [137]  
transform = transforms.Compose(  
  
 transforms.Normalize((0.5, 0.5, 0.5), (0.5, 0.5, 0.5))])   
  
trainset = torchvision.datasets.CIFAR10(root='./data', train=True, download=True, transform=transform)  
trainloader = torch.utils.data.DataLoader(trainset, batch\_size=32, shuffle=True)  
  
# Побудова моделі: визначаємо клас, що успадковує nn.Module [137, 138, 141]  
class Net(nn.Module):  
 def \_\_init\_\_(self):  
 super().\_\_init\_\_()  
 # Визначення шарів в \_\_init\_\_ [138, 140]  
 # Блок 1  
 # (in\_channels, out\_channels, kernel\_size) [140]  
 self.conv1 = nn.Conv2d(3, 32, 3)   
 self.pool = nn.MaxPool2d(2, 2) # (kernel\_size, stride) [140]  
 # Блок 2  
 self.conv2 = nn.Conv2d(32, 64, 3)  
 self.conv3 = nn.Conv2d(64, 64, 3)  
 # Блок 3: Класифікація  
 # Потрібно розрахувати вхідний розмір для nn.Linear (залежить від виходу conv-шарів)  
 self.fc1 = nn.Linear(64 \* 4 \* 4, 64) # Повнозв'язний шар [138]  
 self.fc2 = nn.Linear(64, 10)  
  
 # Визначення потоку даних у функції forward() [138, 141]  
 def forward(self, x):  
 # Блок 1  
 x = self.pool(F.relu(self.conv1(x))) # Conv -> ReLU -> Pool  
 # Блок 2  
 x = self.pool(F.relu(self.conv2(x)))  
 x = F.relu(self.conv3(x)) # Розмір (N, 64, 4, 4)  
  
 # Блок 3  
 x = torch.flatten(x, 1) # Вирівнювання (Flatten)  
 x = F.relu(self.fc1(x))  
 x = self.fc2(x)  
 return x  
  
net = Net() # Створення екземпляру мережі  
  
# Визначення функції втрат та оптимізатора [137, 142]  
criterion = nn.CrossEntropyLoss()  
optimizer = optim.Adam(net.parameters(), lr=0.001)  
  
# Цикл навчання [137]  
for epoch in range(10): # 10 проходів по всьому датасету  
 for i, data in enumerate(trainloader, 0):  
 inputs, labels = data  
 optimizer.zero\_grad() # Очищення градієнтів  
 outputs = net(inputs) # Прямий прохід  
 loss = criterion(outputs, labels) # Розрахунок втрат  
 loss.backward() # Зворотний прохід (Backpropagation)  
 optimizer.step() # Оновлення ваг

## IV. Самостійна робота: Методи аугментації набору даних

### 4.1. Проблема: Перенавчання (Overfitting) та "Крихкість" (Brittleness) моделей

Однією з найбільших проблем при тренуванні глибоких нейронних мереж є **перенавчання (Overfitting)**.104

* **Що це?** Це ситуація, коли модель надто добре "запам'ятовує" 104 конкретні приклади з тренувального набору, але втрачає здатність до **узагальнення** 104 на нових, небачених даних. Модель показує 100% точності на тренуванні, але провалюється у реальних умовах.51
* **"Крихкість" (Brittleness):** Як наслідок, модель стає "крихкою". Навчена на ідеальних, чистих знімках з датасету, вона "ламається" (дає збій), коли стикається з реаліями поля бою: зображення з БПЛА розмите через рух, ціль знята в сутінках (зміна освітлення), частково прикрита деревом (оклюзія) або замаскована.51
* **Причина:** Недостатня різноманітність (diversity) тренувального набору.51

### 4.2. Рішення: Аугментація даних (Data Augmentation)

**Аугментація даних**— це набір технік для **штучного збільшення** 106 та урізноманітнення 51 тренувального набору шляхом застосування *випадкових*, але реалістичних, перетворень до існуючих зображень.104

Ключовий принцип аугментації полягає не просто у "збільшенні кількості даних". Це— **ін'єкція апріорних знань (domain knowledge) про предметну область у модель.** Ми вчимо модель, які варіації зображення є *несуттєвими* для класифікації.

* *Наприклад:* Якщо ми *випадково обертаємо* 104 зображення танка і кажемо моделі: "Це *той самий* танк", ми вчимо її **інваріантності до обертання**. Якщо ми *випадково змінюємо яскравість* 107 і кажемо: "Це *той самий* танк", ми вчимо її **інваріантності до освітлення**.

### 4.3. Класичні методи аугментації

Методи аугментації діляться на дві великі групи:

**1. Геометричні перетворення (Зміна позиції)** 108:

* **Віддзеркалення (Flipping):** RandomHorizontalFlip (випадкове горизонтальне віддзеркалення).104 Майже завжди корисне. (Вертикальне зазвичай не використовують для об'єктів на землі, але воно є припустимим для супутникових знімків, де "верх" і "низ" умовні).
* **Обертання (Rotation):** RandomRotation(20) (випадковий поворот на кут до 20 градусів).104 Критично важливо для знімків з БПЛА та супутників, де ціль може бути під будь-яким кутом відносно камери.
* **Масштабування (Scaling / Zoom) та Кадрування (Crop):** RandomCrop (випадкове кадрування).104 Імітує різну відстань до цілі.
* **Зсув (Translation / Shift):** Незначний зсув об'єкта вліво/вправо або вгору/вниз. Імітує неідеальне центрування цілі оператором.

**2. Фотометричні перетворення (Зміна пікселів)** 108:

* **Зміна кольору/яскравості (Color Jitter):** ColorJitter 104 – випадкова зміна яскравості, контрасту, насиченості.107 Це *ключовий* метод для імітації різних погодних умов та часу доби (світанок, день, сутінки).
* **Додавання шуму (Noise):** GaussianNoise.105 Робить модель стійкою до шуму сенсорів камери (особливо в умовах низької освітленості або високого ISO).
* **Розмиття (Blurring):** GaussianBlur.107 Імітує розфокусування камери або **розмиття в русі (motion blur)**— критично важливо для даних зі швидких БПЛА або при вібрації.

### 4.4. Просунуті методи (Симуляція реальних умов)

**1. Випадкове стирання (Random Erasing)** 51:

* **Принцип:** Під час тренування у випадковому місці зображення "вирізається" прямокутний блок, який заповнюється випадковим шумом або середнім значенням пікселів.
* **Військове значення:** Це змушує модель не покладатися на *одну* найпомітнішу ознаку (напр., гармату танка), а вчитися розпізнавати об'єкт за *сукупністю* всіх його ознак. Це пряма симуляція **оклюзії** (коли ціль частково закрита деревом, будівлею, або **маскувальною сіткою**).105

**2. Композиція зображень (Image Compositing)** 111:

* **Принцип:** Об'єкт (напр., танк), вирізаний з одного зображення, вставляється на різноманітні фони (напр., ліс, поле, дорога).
* **Військове значення:** Дослідження arXiv (лютий 2025) 111 щодо детекції військових літаків 112 показало, що цей, відносно простий, метод дав **кращий приріст точності** (mAP), ніж складні генеративні моделі, як Stable Diffusion XL.111 Це демонструє, що *різноманітність фону (контексту)* є надзвичайно важливим фактором для стійкості моделі.

**3. Генеративні методи (GANs / Diffusion):**

* Використання генеративно-змагальних мереж (GANs) 113 або дифузійних моделей (Stable Diffusion) 112 для генерації повністю нових, синтетичних, але реалістичних зображень цілей. Це потужний, але обчислювально дорогий підхід.

### 4.5. Практичні вправи (Концептуальні запитання для аналітиків)

Вправа 1 (Стійкість до умов):

Ваша модель CNN (навчена на датасеті YOLO) чудово розпізнає танки противника на чітких денних знімках з БПЛА, але має високий відсоток пропусків цілі (False Negatives) в сутінках та під час швидкого прольоту БПЛА над ціллю. Які два типи аугментацій ви б додали у першу чергу для донавчання моделі, щоб вирішити ці проблеми? Обґрунтуйте.

* (Очікувана відповідь: 1. **Фотометрична (Color Jitter)** 104 зі значним випадковим зниженням яскравості та контрастності 107 для симуляції умов низької освітленості (сутінків). 2. **Фотометрична (Blurring)** 107, зокрема GaussianBlur або MotionBlur 115, для симуляції розмиття, яке виникає при швидкому русі камери).

Вправа 2 (Боротьба з маскуванням):

Противник почав активно використовувати стандартні маскувальні сітки, які частково приховують техніку. Ваша модель детекції, яка звикла бачити цілі цілком, перестала їх розпізнавати (оклюзія). Який один метод аугментації ви б негайно застосували для донавчання моделі? Поясніть механізм його дії.

* (Очікувана відповідь: **Випадкове стирання (Random Erasing)**.105 Пояснення механізму: Цей метод змусить модель вчитися розпізнавати техніку не за однією домінуючою ознакою (яка може бути прихована сіткою), а за *сукупністю її часткових* ознак (напр., лише по частині башти, характерній формі гусениць чи вихлопній системі), що є саме тим, що відбувається при частковому маскуванні 105).

## V. Висновки: Стратегічне значення та перспективи розвитку

Ефективність глибокого навчання у поточній війні:

Аналіз застосування ШІ у війні рф проти України демонструє, що глибоке навчання перестало бути футуристичною концепцією і стало розгорнутою бойовою технологією.10 Ефективність доведена на практиці: ШІ-системи, як Clarity та Avengers, виконують аналіз розвідданих за секунди, на що людина-аналітик витрачала години.12 Ця автоматизація та прискорення 10 безпосередньо трансформуються у бойову ефективність, замикаючи "kill chain" через інтеграцію з C2-системами (Delta, GIS Arta) 11 з безпрецедентною швидкістю.

ШІ як компонент цифрової трансформації ЗСУ:

Впровадження ШІ є наріжним каменем ширшої цифрової трансформації Збройних Сил України.85 Це частина фундаментального переходу від пострадянської моделі до мережево-центричної (network-centric) 11, data-driven армії.50 Завдяки унікальній синергії потужного ІТ-сектору 7, державної підтримки (Brave1) 82 та безцінного досвіду реального бойового застосування 8, Україна має потенціал стати світовим лідером у сфері military-tech ШІ.118

Ключові виклики та обмеження (2024-2025):

Незважаючи на успіхи, існують системні виклики:

1. **Стратегічний:** Відсутність єдиної, затвердженої довгострокової стратегії розвитку військового ШІ.119
2. **Організаційний:** Ефективна інтеграція нових технологічних підрозділів (напр., Сили безпілотних систем) 119 у існуючі бойові структури та процеси.
3. **Технічний:** Постійний "брак якісних даних" 49 для навчання моделей на нові загрози, засоби маскування та протидії ворожому РЕБ.
4. **Етичний та правовий:** Поступовий рух до автономних систем 12 піднімає складні питання щодо збереження "людини в циклі" (Human-in-the-Loop) 102 та відповідності нових систем нормам міжнародного гуманітарного права (МГП).121

**Напрямки подальшого розвитку (Перспективи):**

1. **Мультимодальний ШІ (Multimodal AI):** Перехід від аналізу *лише* зображень до моделей, які *одночасно* аналізують зображення (IMINT), радіоперехоплення (SIGINT), текстові звіти (OSINT) 63 для створення єдиної, повної та багатошарової картини поля бою.
2. **Edge AI (ШІ "на краю"):** Подальша мініатюризація та оптимізація моделей (наслідуючи принцип EfficientNet 48) для їх роботи безпосередньо **на борту БПЛА**.78 Це усуває потребу в постійному каналі зв'язку (робить дрон стійким до РЕБ) і є необхідною умовою для створення автономних ударних систем та "роїв дронів".12
3. **Пояснюваний ШІ (Explainable AI - XAI):** Поточні CNN часто є "чорними скриньками". Для критичних рішень (цілевказання) аналітикам потрібні моделі, які можуть *пояснити*, *чому* вони ідентифікували об'єкт як Т-90 (напр., "я бачу характерну форму башти та комплекс 'Штора'"). Це підвищує довіру, прискорює верифікацію та допомагає виявляти помилки моделі.

Україна зараз веде війну *сьогоднішнього* дня за допомогою ШІ (human-centric102). Але водночас вона є "лабораторією" 8 для *завтрашньої* війни – війни автономних систем, роїв дронів та алгоритмічного протистояння.8 Підготовка військових аналітиків, здатних оперувати цими інструментами, є прямою інвестицією у технологічну перевагу та майбутню перемогу.
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